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Echo State Gaussian Process
Sotirios P. Chatzis, Member, IEEE, and Yiannis Demiris, Senior Member, IEEE

Abstract— Echo state networks (ESNs) constitute a novel
approach to recurrent neural network (RNN) training, with
an RNN (the reservoir) being generated randomly, and only a
readout being trained using a simple computationally efficient
algorithm. ESNs have greatly facilitated the practical application
of RNNs, outperforming classical approaches on a number of
benchmark tasks. In this paper, we introduce a novel Bayesian
approach toward ESNs, the echo state Gaussian process (ESGP).
The ESGP combines the merits of ESNs and Gaussian processes
to provide a more robust alternative to conventional reservoir
computing networks while also offering a measure of confidence
on the generated predictions (in the form of a predictive dis-
tribution). We exhibit the merits of our approach in a number
of applications, considering both benchmark datasets and real-
world applications, where we show that our method offers a sig-
nificant enhancement in the dynamical data modeling capabilities
of ESNs. Additionally, we also show that our method is orders of
magnitude more computationally efficient compared to existing
Gaussian process-based methods for dynamical data modeling,
without compromises in the obtained predictive performance.

Index Terms— Bayesian inference, Gaussian process, reservoir
computing, sequential data modeling.

I. INTRODUCTION

RECURRENT neural networks (RNNs) constitute a
significant nonlinear approach for modeling dynamical

systems as they entail recurrent connections between neurons,
thus allowing for direct processing of temporal dependencies.
RNNs possess the so-called universal approximation property
[1], i.e., they are particularly capable of approximating arbi-
trary nonlinear dynamical systems with arbitrary precision [2],
[3]. Additionally, they are also capable of reproducing tempo-
ral patterns similar to those they have been trained on. How-
ever, RNN training algorithms based on direct optimization of
the network weights have led to less than satisfactory results
[4], they usually exhibit slow convergence combined with high
computational requirements, and often yield bifurcations and
suboptimal estimates of the model parameters (local optima of
the optimized objective functions). These issues can be largely
attributed to the ill-posed nature of the RNN training problem,
since parameter (weight) estimation involves inversion of a
nonlinear dynamical system estimated from limited and noisy
data [5].

A groundbreaking and surprisingly efficient network struc-
ture for RNNs that resolves the aforementioned issues was
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invented independently in the seminal works of Jaeger [6],
who called these RNNs “echo state networks” (ESNs), and
Maass et al. [7], who developed a similar approach for spiking
neural networks and called the derived model the “liquid
state machine” (LSM). These two innovative methodologies
have given rise to the novel paradigm of reservoir computing
(RC) [8], under which both the ESN and LSM network
structures are usually subsumed. The RC paradigm avoids the
shortcomings of typical gradient-descent-based RNN training
by setting up the network structure in the following way [9].

1) An RNN is randomly created and remains unchanged
during training. This RNN is called the reservoir. It is
passively excited by the input signal and maintains in
its state a nonlinear transformation of the input history.

2) The desired output signal is generated by a linear
readout layer attached to the reservoir, which computes a
linear combination of the neuron outputs from the input-
excited reservoir (reservoir states).

Hence, the function of the reservoir in RC networks can be
compared to that of the kernel in kernel machine approaches
[e.g., support vector machines (SVMs) [10], Gaussian
processes GPs [11], relevance vector machines [12], and
their variants] [13]. Input signals drive the nonlinear reservoir
and produce a high-dimensional dynamical “echo response,”
which is used as a non-orthogonal basis to reconstruct the
desired outputs. A schematic illustration of the RC approach
is provided in Fig. 1.

As a result of these merits, RC networks have become very
appealing with the computational intelligence community in
the last years, being the epicenter of rigorous research efforts.
For example, in [14] the authors have conducted an exhaustive
experimental and theoretical analysis to investigate how simple
a reservoir can become without compromising the model’s
performance, showing that a simple cycle reservoir topology is
typically sufficient, with its memory capacity being arbitrarily
close to the proved optimal value. In [15], an ESN network for
modeling input/output signals defined in the complex domain
has been proposed.

Among the existing RC implementations, most of the atten-
tion of the research community has been concentrated on the
design of the network topologies and the selection of the
neuron types. In this paper, we focus on ESNs, which usually
employ analog neurons (typically linear), sigmoid or leaky-
integrator [16] units, and simple sparsely connected graphs
as their network topologies. An extensively studied subject
in the field of ESN concerns the introduction of appropriate
goodness measures of the reservoir structure. Indeed, the
classical feature that reservoirs should possess is the echo state
property. This property essentially states that the effect of a
previous reservoir state and a previous input on a future state

1045–9227/$26.00 © 2011 IEEE
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inputs reservior outputs

Fig. 1. Schematic overview of the RC approach [21].

should vanish gradually as time passes, and not persist or even
get amplified. However, for most practical purposes, the echo
state property can be easily satisfied by merely ensuring that
the reservoir weight matrix W is contractive, i.e., by scaling
the reservoir weight matrix so that its spectral radius ρ(W)
(that is, its largest absolute eigenvalue) is less than 1 [17].
Indeed, this condition has been proved to be sufficient in prac-
tical applications of ESNs, nevertheless, various researchers
have also provided more rigorous global asymptotic stability
conditions, providing better theoretical guarantees that ESNs
will always perform well on a physical system (see [18]).

In this paper, we devise a novel Bayesian approach toward
RC. We begin our analysis considering the imposition of
a suitable prior distribution over the (trainable) weights of
the synaptic connections between the reservoir neurons and
the readout neurons of a postulated ESN (readout weights).
Additionally, to endow our model with the capability of coping
with observable datasets contaminated by noise and outliers,
we introduce the fundamental assumption that the target
values in the modeled populations comprise the superposition
of some noiseless latent function of the reservoir state that
the postulated model can learn, plus an independent white
Gaussian noise signal. Based on this prior configuration, we
eventually derive the predictive posterior distribution of the
network readout, by effectively marginalizing out the readout
weights. As we show, this construction eventually gives rise to
a form of GPs with kernel functions that depend on the state
values of an ESN reservoir employed to capture the dynamics
within a set of sequentially dependent observations. We
dub our nonparametric Bayesian approach toward reservoir
computing the echo state Gaussian process (ESGP).

The ESGP combines both the merits of ESNs, in terms of
their exceptional performance in modeling dynamical data, and
GPs, in terms of their robustness to noise, their provision of
a predictive distribution (instead of merely providing point
predictions), and the simplicity of their training, which can be
easily conducted by means of type-II maximum likelihood.
As we shall explain next, inference in our model turns
out to be extremely computationally efficient compared to
other Gaussian-process-based methodologies for dynamical

data modeling, the computational costs of which are orders of
magnitude higher than the costs of our approach (e.g., [19]).
Moreover, the provision of a full predictive posterior instead
of single-point estimates gives rise to a dependable measure
of uncertainty for each individual prediction, i.e., the model
predictive variance at each considered test data point.

The efficacy of the proposed approach is evaluated on both
synthetic applications, using well-known benchmark datasets,
and real-life applications. Its performance is compared to both
conventional ESN formulations using ridge-regression-based
readout training, dynamical GP model formulations [19], and
ESN-based SVM methodologies [20]. The remainder of this
paper is organized as follows. In Section II, we provide a brief
overview of the basic configuration of ESNs. In Section III,
we concisely review the basic principles of GP regression. In
Section IV, our proposed approach is introduced. In Section V,
the experimental evaluation of our method is conducted.
Finally, in the last section of this paper, our conclusions are
drawn and our results are discussed.

II. ESNS

As already discussed, an ESN comprises two basic com-
ponents, a discrete-time RNN, called the reservoir, and a
linear readout output layer which maps the reservoir states
to the actual output. Supervised ESN training is conducted by
updating the reservoir state and network output as follows:

x(t + 1) = (1 − γ )h(W x(t) + W in u(t + 1)

+Wout ỹ(t)) + γ x(t) (1)

y(t + 1) = Wreadout [x(t + 1); u(t + 1)] (2)

where x(t) is the reservoir state at time t , W is the reservoir
weight matrix, i.e., the matrix of the weights of the synap-
tic connections between the reservoir neurons, u(t) is the
observed signal fed to the network at time t , ỹ(t) is the desired
value of the readout (i.e., the desired network output) at time
t , y(t) is the obtained value of the readout at time t , γ � 0
is the retainment rate of the reservoir (with γ > 0 if leaky
integrator neurons are considered), Wreadout is the (linear)
readout weights matrix, W in and Wout are the weights of u(t)
and y(t), and h(·) is the activation function of the reservoir. In
the remainder of this paper, we will be considering hyperbolic-
tangent reservoir neurons, i.e., h(·) � tanh(·).

After network training, the state update and output equations
become

x(t + 1) = (1 − γ )h(W x(t) + W in u(t + 1)

+ Wout y(t)) + γ x(t) (3)

y(t + 1) = Wreadout [x(t + 1); u(t + 1)]. (4)

Given a training dataset {u(t), ỹ(t)}T
t=1, ESN training essen-

tially comprises teacher-forced calculation of the correspond-
ing reservoir states {x(t)}T

t=1 using (1), and application of a
simple regression algorithm (e.g., linear regression or ridge
regression) to train the readout weights Wreadout on the
resulting dataset {x(t), ỹ(t)}T

t=1 [9]. All the weight matrices
to the reservoir (W, W in, W out ) are initialized randomly. The
initial state of the reservoir is usually set to zero, i.e., x(0) = 0.

https://www.researchgate.net/publication/8638014_Harnessing_Nonlinearity_Predicting_Chaotic_Systems_and_Saving_Energy_in_Wireless_Communication?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/7060931_A_tighter_bound_for_the_echo_state_property?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/220578192_Generative_Modeling_of_Autonomous_Robots_and_their_Environments_using_Reservoir_Computing?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/6421205_Support_Vector_Echo-State_Machine_for_Chaotic_Time-Series_Prediction?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/5764824_Gaussian_Process_Dynamical_Models_for_Human_Motion?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/5764824_Gaussian_Process_Dynamical_Models_for_Human_Motion?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=
https://www.researchgate.net/publication/222526235_Jaeger_H_Reservoir_computing_approaches_to_recurrent_neural_network_training_Computer_Science_Review_3_127-149?el=1_x_8&enrichId=rgreq-146d58e92a4808c66846a9b27496f127-XXX&enrichSource=Y292ZXJQYWdlOzUxNTM0OTY2O0FTOjk5NTMyMjM0ODIxNjQzQDE0MDA3NDE3NDI1NjY=


CHATZIS AND DEMIRIS: ECHO STATE GAUSSIAN PROCESS 1437

III. GP REGRESSION

GPs constitute one of the most important Bayesian machine
learning approaches and are based on a particularly effective
method for placing a prior distribution over the space of
regression functions. They have a small number of tunable
parameters, can be trained on relatively small training sets,
and exhibit significant robustness to outliers and the ability to
handle sparse data without getting prone to overtraining [11].
Compared to another popular form of discriminative kernel
machines, i.e., the SVM [10], GPs possess several attractions,
with the most significant being that the GP model produces
an output with a clear probabilistic interpretation, providing a
measure of uncertainty for the obtained predictions, contrary to
SVMs which merely provide point predictions. As discussed in
[22], this attractive property of GPs may result in better error-
reject curves by taking into account the effect of the obtained
uncertainty [11].

Let us consider an observation space X . A GP f (x), x ∈
X , is defined as a collection of random variables, any finite
number of which have a joint Gaussian distribution [11].
A GP is completely specified by its mean function and
covariance function. We define the mean function m(x) and
the covariance function k(x, x ′) of a real process f (x) as

m(x) = E[ f (x)]
k(x, x′) = E

[
( f (x) − m (x))

(
f
(
x′) − m

(
x′))] (5)

and we will write the GP as

f (x) ∼ N (m(x), k(x, x)). (6)

Usually, for simplicity, and without any loss of generality, the
mean of the process is taken to be zero, i.e., m(x) = 0,
although this is not necessary. Concerning selection of the
covariance function, a large variety of kernel functions k(x, x′)
might be employed, depending on the application considered
[11]. This way, a postulated GP eventually takes the form

f (x) ∼ N (0, k(x, x)). (7)

Let us suppose a set of independent and identically dis-
tributed samples D = {(xi , yi )|i = 1, . . . , N}, with the d-
dimensional variables xi being the observations related to a
modeled phenomenon, and the scalars yi being the associated
target values. The goal of a regression model is, given a new
observation x∗, to predict the corresponding target value y∗,
based on the information contained in the training set D. The
basic notion behind GP regression consists in the assumption
that the observable (training) target values y in a considered
regression problem can be expressed as the superposition of a
GP over the input space X , f (x), and an independent white
Gaussian noise

y = f (x) + ε (8)

where f (x) is given by (7), and

ε ∼ N (0, σ 2). (9)

Under this condition, the joint normality of the training target
values y = [yi ]N

i=1 and some unknown target value y∗,

approximated by the value f∗ of the postulated GP evaluated
at the observation point x∗, yields [11]

[
y
f∗

]
∼ N

(
0,

[
K (X, X) + σ 2 I N k(x∗)

k(x∗)T k(x∗, x∗)

])
(10)

where
k(x∗) � [k(x1, x∗), ..., k(xN , x∗)]T (11)

X = {xi }N
i=1, I N is the N × N identity matrix, and K is the

matrix of the covariances between the N training data points
(design matrix)

K (X, X) �

⎡

⎢
⎢
⎢
⎣

k(x1, x1) k(x1, x2) . . . k(x1, xN )
k(x2, x1) k(x2, x2) . . . k(x2, xN )

...
...

...
k(xN , x1) k(xN , x2) . . . k(xN , xN )

⎤

⎥
⎥
⎥
⎦

. (12)

Then, from (10), and conditioning on the available training
samples, we can derive the expression of the model predictive
distribution, yielding

p( f∗|x∗,D) = N ( f∗|μ∗, σ 2∗ ) (13)

where

μ∗ = k(x∗)T
(

K (X, X) + σ 2 I N

)−1
y (14)

and

σ 2∗ = k(x∗, x∗)− k(x∗)T
(

K (X, X) + σ 2 I N

)−1
k(x∗). (15)

It is interesting to observe that the predictive variance of the
GP model, given by (15), does not depend on the training
target values, but only on the training input values. Indeed,
the predictive variance is the difference between two terms: the
first term k(x∗, x∗) is simply the prior covariance, from which
a (positive) term is subtracted, representing the information the
observations give us about the regression function.

Regarding optimization of the hyperparameters of the
employed covariance function (kernel), say θ , and the noise
variance σ 2 of a GP model, this is usually conducted by type-
II maximum likelihood, i.e., by maximization of the model
marginal likelihood (evidence). Using (10), it is easy to show
that the evidence of the GP regression model yields

logp(y|X; θ , σ 2) = − N

2
log2π − 1

2
log

∣
∣
∣K (X, X) + σ 2 I N

∣
∣
∣

−1

2
yT

(
K (X, X) + σ 2 I N

)−1
y. (16)

IV. PROPOSED APPROACH

A. Model Formulation

Let us again consider the readout expression of an ESN
comprising K reservoir neurons. Let the network output y(t)
consist of M component responses, i.e. y(t) = [

y j (t)
]M

j=1.
Then, from (2) we have

y j (t) = wT
jψ(t) (17)

where
ψ(t) � [x(t); u(t)]. (18)
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Let us now impose a spherical Gaussian prior over the readout
weights w j , such that

w j ∼ N (0, I). (19)

Under this setting, we have for the mean and covariance of
the readout component responses y j (t)

E
[
y j (t)

] = E

[
wT

j

]
ψ(t) = 0 (20)

and

E
[
y j (t1)y j (t2)

] = ψ(t1)
T
E

[
w jw

T
j

]
ψ(t2) = ψ(t1)

Tψ(t2).
(21)

Thus, under the Gaussian prior assumption (19), it turns out
that y j (t1) and y j (t2) are jointly Gaussian with zero mean and
covariance given by the dot product ψ(t1)Tψ(t2), for any j ∈
{1, . . . , M}, and ∀t1, t2. In other words, under our Bayesian
approach, the distributions of the ESN readouts turn out to
yield a GP of the form

[
y j (t)

]tT
t=t1

∼ N (0, K r (�,�)) (22)

where � is the design matrix

� = [ψ(t1), . . . ,ψ(tT )] (23)

and K r is given by

K r (�,�) �

⎡

⎢
⎣

kr (ψ(t1),ψ(t1)) . . . kr (ψ(t1),ψ(tT ))
...

...
...

kr (ψ(tT ),ψ(t1)) . . . kr (ψ(tT ),ψ(tT ))

⎤

⎥
⎦ (24)

with the kernels of the obtained GPs being functions of the
reservoir state vectors, in the form

kr (ψ(t1),ψ(t2)) � ψ(t1)
Tψ(t2). (25)

Generalizing the above results to allow for the utilization
of kernels of any kind, in this paper we introduce a novel
Bayesian treatment of ESNs, namely, the ESGP. For example,
in case a Gaussian radial basis function (RBF) kernel is
considered, the definition of the ESGP model yields a prior
distribution of the form (22) with its kernel function (reservoir
kernel) given by

kr (ψ(t1),ψ(t2)) � exp

[

−||ψ(t1) − ψ(t2)||2
2λ2

]

. (26)

Definition 1: We define as the ESGP a GP the covariance
function of which is taken as a kernel function over the
states of an ESN reservoir postulated to capture the dynamics
within a set of sequentially interdependent observations.

An interesting feature of the ESGP model is that, despite
the clear analogy between the computation of the high-
dimensional projection performed by a reservoir and by kernel
methods, in the case of the ESGP model feature mapping
computation is explicit (i.e., no kernel trick is used, but the
high-dimensional feature projections are explicitly computed,
being the reservoir states), and the feature mapping has an
internal memory, due to its being a dynamical system.

B. Model Inference

Let us consider an ESGP with K reservoir neurons and
M readout signals. To endow our model with increased
robustness to observation noise, we additionally assume that
the target signals of an observed phenomenon modeled using
the postulated ESGP model consist of a latent function of
the input signals, which is learnable by the considered ESGP
model, superimposed on an independent white Gaussian noise
signal, that is, we adopt the hypothesis that the available
training target signals ỹ j are given by

ỹ j (t) = y j (t) + ε (27)

where the y j (t) are distributed as in (22), and the distribution
of the noise ε is given by (9). Then, following the analysis
of Section III, the predictive density of the postulated ESGP
model at a test time point t∗ yields

p(y j∗|ψ(t∗),D) = N (y j∗|μ j∗, σ 2∗ ) (28)

where

μ j∗ = kr (ψ(t∗))T
(

K r (�,�) + σ 2 IT

)−1
ỹ j (29)

σ 2∗ = kr (ψ(t∗),ψ(t∗))

−kr (ψ(t∗))T
(

K r (�,�) + σ 2 IT

)−1
kr (ψ(t∗)) (30)

kr (ψ(t∗)) � [kr (ψ(t1),ψ(t∗)), . . . , kr (ψ(tT ),ψ(t∗))]T (31)

and ỹ j = [ỹ j (tτ )]T
τ=1. Similar, the model evidence will be

given by

logp( ỹ j |�; σ 2) = − T

2
log2π − 1

2
log

∣
∣∣K r (�,�) + σ 2 IT

∣
∣∣

−1

2
ỹT

j

(
K r (�,�) + σ 2 I T

)−1
ỹ j . (32)

Estimation of the model hyperparameters, i.e., the noise
hyperparameter σ 2 as well as of the hyperparameters of the
employed (reservoir) kernels, is conducted by optimization of
the model evidence (32). To perform this optimization task,
we here employ the scaled conjugate gradient descent [23]
algorithm.

C. Relations to Existing ESN Treatments

As we shall show in the following, the ESGP model gener-
alizes conventional ESNs, treated by means of ridge or linear
regression, under a Bayesian perspective, and includes them as
special subcases. Indeed, if we consider a simple linear kernel
for our model of the form (25), then the resulting expression of
K r (�,�) turns out to be essentially low-rank by construction.
Expanding (29) and (30) in terms of K r (�,�) and ψ(t), and
using the matrix inversion lemma, the expressions of the ESGP
predictive mean and variance can be restated in the form

μ j∗ = ψ (t∗)T A−1� ỹ j (33)

and
σ 2∗ = σ 2ψ(t∗)T A−1ψ(t∗) (34)

where
A = ��T + σ 2 I Kd (35)
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and Kd = K + d , with d being the dimensionality of
u(t).

Examining the reduced expression (33) of the model pre-
dictive mean, we observe that this expression is essentially
identical to the expression of the predictions generated by
ESNs trained by means of ridge regression [24]. In other
words, in the special case that we consider a simple linear
kernel for our model, the predictions generated by the ESGP
coincide with those generated by ESNs trained by means of
ridge regression. Additionally to that though, the ESGP does
also provide a measure of uncertainty regarding the generated
predictions (i.e., the computed predictive variances), while it
also allows the estimation of its noise hyperparameter σ 2 (i.e.,
the regularization parameter in ridge regression-based ESNs)
by means of type-II maximum likelihood, hence obviating the
need of performing cross validation, which is clearly more
tedious in terms of computational requirements. Finally, from
these results we also deduce that, by explicitly setting σ 2 = 0
and again considering a linear kernel for the ESGP model,
the ESGP-generated predictions coincide with those of ESNs
trained by means of plain linear regression.

V. EXPERIMENTS

In the following section, we provide a thorough experimen-
tal evaluation of the ESGP model, considering both classical
benchmark tasks and real-world applications. In our experi-
mental evaluations, we consider reservoirs comprising analog
neurons, with tanh transfer functions. To demonstrate the
advantages of our approach, we also evaluate linear-regression-
based ESNs, ridge regression-based ESNs, and support vector
echo state machine (SVESM) models with ε-insensitive loss
functions [20], using the same reservoirs as the evaluated
ESGP models, as well as the dynamic GP (DynGP) method of
[19], trained by means of a two-stage maximum a posteriori
(MAP) estimation method. The reservoir parameters of the
ESN-based methods were selected so as to maximize the
performance of the considered baseline method, i.e., the linear-
regression-based ESN. The ESGP and SVESM methods were
evaluated considering Gaussian RBF kernels. Regarding the
DynGP method, we note that testing was conducted by
presenting to the algorithm the first δt samples of the test
sequences, where δt is the reservoir warm-up time employed
by the ESN-based methods.

Our source codes were developed in MATLAB, and made
partial use of the RC Toolbox [8], as well as of software
provided by Neil Lawrence [25]. Our implementation of the
SVESM method was based on the library of support vector
machine of [26], written in C, hence providing a much more
computationally efficient implementation compared to the rest
of the evaluated methods. Therefore, the observed execution
times of the evaluated algorithms are not fully comparable.
Our experiments were executed on a Macintosh platform with
4 GB RAM, and an Intel Core 2 Duo processor, running Mac
OS X 10.6. In Table I, we summarize the configuration details
of the employed reservoirs in the considered experiments.

In our experiments, the weights of the input u(t), stored
in the matrix W in , as well as the nonzero elements of the

reservoir weights matrix W , are drawn from the standard
Gaussian distribution. The results provided in the remainder
of this section are averages over 10 different random reservoir
initializations (common for all the evaluated RC-based meth-
ods). Finally, ESN training was conducted using fivefold cross
validation.

A. Mackey–Glass Series

The Mackey–Glass delay differential equation has provided
one of the most classical benchmark tasks for time series
modeling. In a discrete time setting, the Mackey–Glass delay
differential equation is approximated as

y(t + 1) = y(t) + δ

(
0.2

y(t − τ/δ)

1 + y(t − τ/δ)10 − 0.1y(t)

)
(36)

with the stepsize δ typically set to δ = 1/10 [6], [17].
The resulting time series is afterward rescaled into the range
[−1, 1] by application of a tangent-hyperbolic transform
yE S N (t) = tanh(y(t)−1), so that it can be used to train ESNs
with tanh activation functions in the reservoir. The system is
chaotic for values of the delay time τ < 16.8.

In our experiment, training sequences were generated from
(36) for delay time τ = 17, similar to [6]. Initially, the ESN-
based models were trained using a signal comprising 6000
time points, and initial transient was washed out by employing
a reservoir warm-up time of 100 steps. Subsequently, evalu-
ation was conducted by simulating the trained models using
new time series of 250 samples, with a reservoir warm-up
time of 100 time steps. Using the simulated network outputs,
we compare the performance of the considered models by
calculating the obtained normalized absolute error (NAE) on
a specific prediction horizon. The NAE on a t-step prediction
horizon reads

NAEt =
√

1

s2 (y(warmup + t) − ỹ(warmup + t))2 (37)

where s2 is the empirical variance of the target signal. Pre-
diction on a t-step horizon in all the evaluated models was
conducted by iteratively applying the predictor t times in a
“generative” mode, where on each step it takes its own last
prediction to do the next prediction.

Here, we consider a commonplace selection for the
Mackey–Glass system prediction horizon, i.e., prediction
84 and 120 steps after the washout time elapses [6]. The
obtained results are provided in Table II and Fig. 2. These
results are means and standard deviations of the obtained
performance metrics over 50 test sequences. We observe that
the ESGP with Gaussian RBF kernel performs much better
than the considered alternatives, being capable of obtaining
much lower NAE84, NAE120, and 〈NAEt 〉 (mean NAEt )
values. We also note that the performance of the SVESM is
worse than the performance of the rest of the considered ESN-
based methods.

Regarding the performance of the DynGP method, we
would like to make two substantial comments. The first one
concerns the model predictive performance. As we notice, the
DynGP is the worst performing method in this application.
Our second comment regards the overwhelming computational
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TABLE I

CONFIGURATION OF THE EMPLOYED RESERVOIRS IN OUR EXPERIMENTS

Parameter Mackey–Glass Henon map Figure 8 Learning to grasp
Sequential data

classification
Human motion

modeling

Reservoir neurons 400 100 1000 20 5 100
Spectral radius 0.99 0.90 0.98 0.98 0.998 0.998

Reservoir connectivity 0.1 0.1 0.2 0.2 0.1 0.1
Warm-up time (model training) 100 100 0 0 0 0

Warm-up time (model evaluation) 100 100 1 3 1 10
γ 0.8 0.8 0 0.98 0 0.998

TABLE II

MACKEY–GLASS SERIES: PERFORMANCE OF THE EVALUATED MODELS

Model Linear-regression-based ESN Ridge-regression-based ESN ESGP SVESM DynGP

NAE84 0.0166 (0.0102) 0.0119 (0.0076) 0.0017 (0.00013) 0.0657 (0.0078) 0.1116 (0.0309)
NAE120 0.0280 (0.0150) 0.0175 (0.0099) 0.0047 (0.00031) 0.0756 (0.0198) 0.7457 (0.1817)
〈NAEt 〉 0.0138 0.0094 0.0016 0.0745 0.5396
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Fig. 2. Mackey–Glass series: NAE values over the 150 prediction time points of the evaluated models. (a) Linear regression ESN. (b) Ridge regression ESN.
(c) ESGP. (d) SVESM. (e) DynGP.

costs of the DynGP method. Indeed, whereas running the
ESGP method required a maximum execution time of roughly
50 s, the DynGP method required more than 7 × 103 s, i.e.,
around 2 h, to execute only 15 repetitions of the estimation
algorithm. Moreover, when we attempted to run the algorithm

using the convergence criteria suggested by the authors of
[19], we noticed that the algorithm kept running for more
than 2 days, without even training having converged (around
330 repetitions had been performed). In other words, we
observe that the computational costs of the DynGP method,
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TABLE III

HENON MAP: PERFORMANCE OF THE EVALUATED MODELS

Model Linear-regression-based ESN Ridge-regression-based ESN ESGP SVESM DynGP

NAE84 0.6439 0.6020 0.5745 0.6469 0.0921
NAE120 0.9304 0.9260 0.7512 1.3939 0.7549
NAE400 0.6995 0.6641 0.5641 0.5156 0.4912
〈NAEt 〉 0.9172 0.9083 0.8883 0.9734 0.9121

combined with its poor predictive performance, make it clearly
inapplicable to the Mackey–Glass series generation problem.
Finally, to provide a better insight into how the proposed
ESGP method compares with its alternatives in regard to the
imposed computational burden, we mention that under our
unoptimized MATLAB implementation, the ridge regression-
based ESN required roughly 35 s. This figure compared to the
approximately 50 s required by the ESGP method shows that
the ESGP offers a very good tradeoff between computational
complexity and sequential data modeling performance.

B. Henon Map

Here, we consider another typical benchmark in the field of
RNNs, i.e., the Henon map chaotic process [27]. Henon map
is a discrete-time dynamical system exhibiting a characteristic
chaotic behavior. It receives as input a 2-D point y(t) =
[y1(t), y2(t)], and maps it to a new point y(t + 1) = [y1(t +
1), y2(t + 1)] on the 2-D plane, given by

y1(t + 1) = y2(t) + 1 − αy2
1 (t) (38)

y2(t + 1) = βy1(t) (39)

where α = 1.4 and β = 0.3. The starting point of the Henon
map considered here is y(0) = 0.

In our experiments, the evaluated ESN-based models were
trained using the first 1000 samples of the Henon map, initial
transient was washed out by employing a reservoir warm-up
time of 100 steps. Subsequently, evaluation was conducted by
using the trained models to generate the next 2000 samples
of the Henon map, with the employed reservoirs being
teacher-driven for the first 100 time points. The performance
of the evaluated models in terms of the obtained NAE84,
NAE120, NAE400, and 〈NAEt 〉 metrics is depicted in Table III.
As we observe, the ESGP model performs better than the
considered alternatives. It is noteworthy that the SVESM is
the worst performing method in this experiment. Regarding
the DynGP method, we observe that, even though the DynGP
offers better NAE84, NAE120, and NAE400 metrics than
the competition, the obtained mean performance (〈NAEt 〉
metric) of the DynGP model does not perform as well. This
is basically due the very bad prediction performance of the
DynGP method at some time points, which adversely affects
the average method performance.

C. Non-Smooth Figure 8

In this experiment, we evaluate the effectiveness of our
model in learning complex sequential patterns. For this
purpose, we consider a non-smooth figure 8, with the points
of the figure moving around very quickly, and each cycle

comprising only few points. To obtain this signal, we use the
function dataset_figure8 the Reservoir Computing Toolbox [8],
which generates the figure 8 as a superposition of a sine on the
horizontal direction, and a cosine of half the sine’s frequency
on the vertical direction.

The evaluated models were trained using a sequence of
200 data points from the figure 8 trajectory, and no reservoir
warmup was employed. On the sequel, the trained models
were evaluated over 1000 time steps, with the reservoir being
warmed up only for one time step. In Fig. 3, we provide
the trajectories produced by the evaluated methods. As we
observe, the ESGP with Gaussian RBF kernel works con-
siderably better than the SVESM and the linear-regression-
based ESN, and slightly better than the ridge-regression-based
ESN. Specifically the ridge-regression-based ESN yields a
normalized root mean square error (NRMSE) equal to 1.2961,
whereas the ESGP with Gaussian RBF kernel yields an
NRMSE equal to 0.8144.

D. Learning to Grasp Stationary Objects

In this experiment, we consider a real-life application in
the field of robotics: the aim is to teach by demonstration
a robot how to grasp a stationary object under different
settings. The five different experimental cases considered
here, adopted from [28], are depicted in Fig. 4. To conduct
our experiments, we have made use of the iCub platform
[Fig. 5(a)], a humanoid robot developed by the RobotCub
Consortium [29]. In the model training phase, five different
human demonstrators were asked to perform each one of
the five tasks considered here, with the iCub observing their
actions. It is significant to note that the human subjects were
not asked to try to follow a strictly defined trajectory (e.g.,
a trajectory as straight as possible), but rather perform their
movements in a way as natural to them as possible. This
way, the available training datasets are both limited, since the
obtained trajectories were of variable length between 20 and
50 samples in each case, as well as considerably noisy, thus
providing a clearly realistic task learning scenario.

The pair of stereo cameras on board the iCub platform
were used to capture the demonstrated information, with the
camera frame rate set to 20 Hz, and the resolution being equal
to 320 × 240 pixels as illustrated, e.g., in Fig. 5(b) and (c).
Markers were placed on human subjects [Fig. 5(d)] to track
the points of interest. Based on this setting, the positions of the
tracked markers on the 3-D space were presented to the trained
models, with the goal to learn what trajectory to follow in
order to reach the objects of interest under the five considered
alternative scenarios. At the testing phase of our experiment,
another nine subjects were asked to perform the same five
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Fig. 3. Non-smooth figure 8. (a) Original time series. (b) Reconstruction obtained by the ESN trained using linear regression. (c) Reconstruction obtained
by the ESN trained using ridge regression. (d) Reconstruction obtained by the ESGP. (e) Reconstruction obtained by the SVESM. (f) Reconstruction obtained
by the DynGP method.

(a) (b) (c) (d) (e)

Fig. 4. Learning to grasp stationary objects. Graphical illustration of the considered experimental cases. Hand positions in the diagrams indicate the starting
points of the experiments, while the taught paths are denoted by black slashes. All subjects were requested to use their inferior arm (left arms in all cases),
and keep their forearms orthogonal to the blue strips while approaching the objects. The black patch in (e) denotes the waypoint area the subjects have to
navigate their arms through. (a) First experimental case. (b) Second experimental case. (c) Third experimental case. (d) Fourth experimental case. (e) Fifth
experimental case.

tasks. The iCub was allowed to observe only the first three
samples of the trajectories followed by the human subjects, and
subsequently, the trained models were asked to generate the
rest of the trajectories. In other words, the trained models were
evaluated in terms of their capacity to autonomously generate
the trajectories the human subjects intended to follow in order
to execute the given tasks, based on the knowledge obtained
in the model training phase, and given the few first points of
the trajectories followed by the test subjects.

In Table IV, we provide the obtained root mean square
error (RMSE) of the evaluated methods for each task. We also
compare with the performance obtained by the template-based
path imitation method proposed in [28]1. As we observe, the
ESGP outperforms the method of [28], which is specifically

1Note, though, that the method of [28] is basically designed for performing
transfer learning between tasks, a capability that the rest of the methods do not
possess. Therefore, in these experiments we do not utilize the full potential
of the method of [28], to ensure fair comparison.

designed for the purpose of path imitation by robotic systems,
in four out of the five considered tasks. It also performs much
better than the linear-regression-based and ridge-regression-
based ESNs. We also observe that, while the SVESM performs
better than the linear-regression-based and ridge-regression-
based ESNs in the first four tasks, it turns out to be the worst
performing ESN-based method in the case of the fifth task.
Finally, note how poorly the DynGP method performs in this
application. We tend to attribute this poor outcome of the
DynGP to the significant amounts of noise and outliers in
the considered training datasets, and the significant variability
in the training and test sequences, combined with the limited
availability of training data. However, trying to substantiate
this claim is clearly beyond the scope of this paper.

E. Sequential Data Classification

In this experiment, we show how the predictive distributions
provided by the ESGP model can be used to measure the
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TABLE IV

LEARNING TO GRASP STATIONARY OBJECTS: AVERAGE OBTAINED RMSEs FOR EACH TASK

Method Linear-regression-based ESN Ridge-regression-based ESN ESGP SVESM Template-based method of [28] DynGP

Task #1 2.69 × 103 38.04 35.38 32.52 24.6 195.81

Task #2 1.072 × 103 30.23 10.30 16.37 10.7 4.67 × 103

Task #3 337.97 34.14 23.78 23.97 41.2 1.13 × 103

Task #4 361.65 90.62 24.54 24.90 38.6 422.69

Task #5 27.65 26.86 25.94 36.46 27.0 1.06 × 103

(a) (d)

(b) (c)

Fig. 5. Learning to grasp stationary objects. (a) Robotic platform used in our
experiments. (b) and (c) human subject with markers captured by the left and
right cameras of the iCub, respectively. (d) First experimental case: Marker
locations placed on the left arm of the human subjects.

affinity between sequentially evolving patterns, and how we
can exploit this information to effect sequential data classi-
fication. Subsequently, we compare the performance of our
approach with the most commonly used method for sequential
data classification, i.e., hidden Markov models (HMMs) with
Gaussian or Student’s-t mixtures as their observation emission
models.

As we have already discussed, the ESGP provides a predic-
tive distribution which constitutes a function of the state value
of its employed reservoir. Let us consider two ESGP models
using exactly the same reservoir: a model L1 with predictive
density

p(y∗|L1) =
M∏

j=1

N (y j∗|μ̃ j∗, σ̃ 2
j ) (40)

trained to model (and generate) a specific class of sequential
data, and a model L0 with predictive density

p(y∗|L0) =
M∏

j=1

N (y j∗|μ̂ j∗, σ̂ 2
j ) (41)

trained on a single sequential data observation (one given
sequence) of the same class as the one modeled by L1. As is
easy to perceive, if the above trained models are really capable
of modeling and correctly generating the considered patterns,
then using an appropriate statistical measure of dissimilitude
between the two models d(L0,L1) would be expected to yield
a very low distance value between the two models. On the
other hand, the same distance metric calculated between model
L0 and an ESGP model L2 employing the same reservoir but
trained to generate sequences pertaining to a different class
should be yielding a much higher distance value.

To examine whether this assumption does really hold, and,
hence, whether the ESGP can be successfully applied to
sequential data classification under such a model distance-
based setting, we consider a text-dependent speaker identifica-
tion task. Our experiments are based on the Japanese Vowels
Dataset [30] from the UCI machine learning repository [31].
In this dataset, the passphrase used for speaker identification
purposes comprises two Japanese vowels, /ae/, successively
uttered by nine male speakers. For each utterance, a 12-degree
linear prediction analysis is applied to obtain a discrete-time
series with 12 linear prediction coding cepstrum coefficients.
There is a set of 270 time series for model training, and a set
of 370 time series for testing.

Our experimental setup was the following: Initially, for each
modeled speaker, we trained a different ESGP model as the
speaker model, using the available training data. Subsequently,
for each test sequence we trained an individual ESGP, employ-
ing the same reservoir with the one used by the trained speaker
models (comprising simple tanh neurons). Finally, for each
test sequence, we calculated the distance between its ESGP
model and each one of the trained speaker models, d(L0,Li ).
Using this information, each test sequence was eventually
attributed to the speaker yielding the lowest dissimilitude
d(L0,Li ). In this paper, the dissimilitude d(L0,L1) between
a test sequence model Lo and a class (speaker) model L1 is
measured by means of the Kullback–Leibler divergence

KL(L0||L1) �
T∑

t∗=1

〈
logN

(
y(t∗)|{μ̂ j∗}M

j=1, σ̂
2∗
)〉

N
(

y(t∗)|{μ̂ j∗}M
j=1,σ̂

2∗
)

−
T∑

t∗=1

〈
logN

(
y(t∗)|{μ̃ j∗}M

j=1, σ̃
2∗
)〉

N
(

y(t∗)|{μ̂ j∗}M
j=1,σ̂

2∗
)

(42)
where T is the duration of the test sequence, and the quanti-
ties {μ̂ j∗}M

j=1, σ̂
2∗ , {μ̃ j∗}M

j=1, and σ̃ 2∗ are computed with the
reservoir state values ψ(t∗) being obtained by means of a
teacher-driven simulation of the employed reservoir (common
for all models) for the considered test sequence. Apart from
the ESGP, we also evaluated simple Gaussian mixture HMMs
(GHMMs) [32], as well as Student’s-t HMMs (SHMMs) [33]
on the same task. The number of states and mixture compo-
nents of these models were optimized as described in [33].
The obtained results are provided in Table V. As we observe,
not only does the ESGP completely outperform conventional
HMM formulations, but it also manages to yield better perfor-
mance compared to the recently proposed SHMM approach.
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TABLE V

SEQUENTIAL DATA CLASSIFICATION: AVERAGE ERROR RATE OF THE

EVALUATED MODELS (TEXT-DEPENDENT SPEAKER IDENTIFICATION

TASK)

Model

GHMM (three
states/three
component

distributions)

SHMM (three
states/three
component

distributions)

ESGP

Classification
error rate

1.93% 1.56% 0.99%

TABLE VI

HUMAN MOTION MODELING: MISSING FRAMES RMSE

Video ID DynGP Ridge-regression-based
ESN ESGP SVESM

35-03 49.68 62.55 32.59 35.12
12-02 54.96 63.14 45.32 57.88
16-21 78.05 98.74 59.03 69.07
12-03 63.63 72.12 46.25 53.88
07-01 84.12 121.47 77.34 95.44
07-02 80.77 100.94 73.88 79.21
08-02 95.52 120.45 101.54 100.12
08-01 82.66 152.44 118.0 133.65

Average 73.67 98.98 69.24 78.05

F. Human Motion Modeling

In this last experiment, we train the evaluated meth-
ods using four walking sequences from the Carnegie Mel-
lon University (CMU) MoCap dataset [34]. The considered
training sequences, corresponding to four different subjects,
are obtained from the CMU database files: 35_02, 10_04,
12_01, and 16_152. All are downsampled by a factor of
4. In the sequel, we use these models to generate the
human pose information in the walking sequence videos
35-03, 12-02, 16-21, 12-03, 07-01, 07-02, 08-01, and 08-
02 of the same database. Specifically, the trained models are
presented with the first 10 samples from each considered
video, and are asked to estimate the human pose in the rest
of the video frames. To effect this, the inputs presented to the
evaluated algorithms are the positions of the tracked human
joints, and their output is the predicted joint positions at a
time point of interest. In Table VI, we provide the RMSEs
obtained by each one of the considered methods. As we
observe, the ESGP performs better than all the rest of the
evaluated methods both in average and in the most of the
individual experimental cases considered here. Bearing also
in mind that running these experiments took around 200 s in
the case of the ESGP model, and more than 2 h in the case of
the DynGP, it becomes apparent that the ESGP is a favorable
alternative over DynGP in this application.

VI. CONCLUSION

In this paper, we proposed a new methodology for Bayesian
modeling of sequential data, namely, the ESGP. The ESGP

2Following the experimental setup of [19], model training was conducted
using frames 55 to 338 of video 35_02, frames 222 to 499 of video 10_04,
frames 22 to 328 of video 12_01, and frames 62 to 342 of video 16_15.

model can be viewed as a form of GPs, employing a special
type of kernels (reservoir kernels), that allow the model to cap-
ture the temporal dynamics in a modeled dataset. Conversely,
the ESGP can be viewed as a Bayesian treatment of ESNs, the
predictions generated by which reduce to those obtained by
simple ridge-regression-based ESNs in case a linear reservoir
kernel is employed. Compared to existing ESN treatments, the
major advantages of the proposed approach can be summarized
in the following points:

1) our method provides a measure of confidence (or, better,
uncertainty) on the generated predictions, the model
predictive density, at the points of prediction;

2) our method is endowed with a marginal likelihood func-
tion, which can be used to conduct model parameters
estimation by means of type-II maximum likelihood,
thus in a much more computationally efficient way
compared to the cross-validation techniques that ridge-
regression-based ESNs actually rely on;

3) as experimentally demonstrated, the nonparametric
Bayesian nature of our method allows increased pre-
dictive performance compared to existing ESN-based
approaches.

Additionally, with respect to existing GP-based methodologies
for sequential data modeling, such as the DynGP of [19], we
observe that our method is overwhelmingly more computa-
tionally efficient, especially in cases where large data corpora
have to be processed, whereas it performs at least comparably
to the DynGP.

Few open issues of the ESGP that we aim to address in
the near future include speeding up the ESGP inference algo-
rithm by application of sparse approximations of the model
covariance functions (e.g., [35]), and examining the utility of
different kinds of reservoir kernels. The MATLAB implemen-
tation of the ESGP method shall be made available through
the website of the authors: http://www.iis.ee.ic.ac.uk/~sotirios.
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